March 7, 2024

Via Federal eRulemaking Portal
Federal Trade Commission
Office of Secretary April Tabor
600 Pennsylvania Ave NW
Suite CC-5610 (Annex B)
Washington, DC 20580

RE: COPPA Rule Review, Project No. P195404

Dear Secretary Tabor:


Under 15 U.S.C. § 6504, State Attorneys General are authorized to bring actions under COPPA as *parens patriae* in order to protect their citizens from harm. As partners with the Commission in ensuring COPPA is enforced and children are protected, the States possess a unique and important perspective on how effective the COPPA Rule has been, the fundamental values and protections it upholds, and what improvements should be made.

Since the COPPA Rule became effective on April 21, 2000, State Attorneys General, on their own and in partnership with the Commission, have pursued actions for violations of the COPPA Rule.²

It has been more than ten years since the COPPA Rule was amended to address the increased use of mobile devices and social networking. The digital landscape is a much different place than it was in 2013. We urge the Commission to update the COPPA Rule to keep pace and give State Attorneys General the tools they need to respond to a digital world rife with risk.

A. Comments to Proposed Revisions to the Rule – Definitions

1. Proposed Rule Revision No. 5: “The Commission proposes adding biometric identifiers such as fingerprints, retina and iris patterns, a DNA sequence, and data derived from voice data, gait data, or facial data to the definition of ‘personal information.’ Should the Commission consider including any additional biometric identifier examples to this definition? Are there exceptions to the Rule’s requirements that the Commission should consider applying to biometric data, such as exceptions for biometric data that has been promptly deleted?”

Yes, the Commission should further revise the definition of “Personal Information” to include biometric data, defined broadly to include genetic information. In addition, the Commission should consider healthcare information and other highly sensitive data to bolster the protection from the profound risk of harm due to the illegal collection this data poses.

Biometric data should be defined broadly to encompass imagery of the iris, retina, fingerprint, face, hand, palm, vein patterns, and voice recordings (from which an identifier template such as a faceprint, a minutiae template, or a voiceprint, can be extracted), genetic data, or other unique biological, physical, or behavioral patterns or characteristics, including data generated by any of these data points. For example, not just the fingerprint should be protected, but the mathematical representation of a fingerprint frequently used for scanning devices.

In addition to traditional biometric data points, the Commission should protect healthcare data, defined to capture at minimum keystroke patterns or rhythms, gait patterns or rhythms, and sleep, health, or exercise data that contain identifying information. Furthermore, there are inextricably linked sensitive data points that may not only relate to health but also to a child’s identity.

Wearable digital health technology has been the subject of several high-profile privacy and data misuse concerns in recent years. Rapid advancements in sensor technology have enabled the integration of sensors into a wide range of wearable devices, from fitness trackers to smartwatches—the estimated market for wearable sensors is expected to grow from $3.55 billion in 2023 to $10.19 billion in 2033. The prevalence of the collection and use of this type of data—from using a fingerprint to unlock a device to wearable sensors—has resulted in a heightened risk of abuse and sale of this type of data, data that is often immutable and permanently tied to the individual. While some of the data may not be instantaneously identifiable, when combined with other persistent identifiers such as an IP address or device ID, it may be possible to tie this information to an individual.

The Commission should not consider an exclusion from biometric data for data that is promptly deleted. Considering the highly sensitive nature of this data, excluding it from consideration from COPPA based on whether it has been promptly deleted creates an avenue around the regulation that would not be in children’s best interest or align with the purpose of the regulation. For state laws that have a similar carve-out, the carve-out does not apply to minors under 13 and the carve-out does not remove those data points entirely from regulation. Other protections still apply such as data protection assessment and disclosure requirements. The mere fact that the data is collected and temporarily held makes it vulnerable to potential cybersecurity attacks or misuse. Considering the high sensitivity of the data and the vulnerability of the regulated population under COPPA, the Commission should not lessen the teeth of the proposed inclusion of biometric protection by allowing any exceptions to the regulation.

2. Proposed Rule Revision No. 6: “The use of avatars generated from a child's image has become popular in online services, such as video games. Should an avatar generated from a child's image constitute ‘personal information’ under the COPPA Rule even if the photograph of the child is not itself uploaded to the site or service and no other

---


5 See exemptions under COLO. REV. STAT. § 6-1-1304 (2023).

6 4 COLO. CODE REGS. § 904-3, Rule 6.10(B) (2023).

7 See COLO. REV. STAT. § 6-1-1309 (2023).
personal information is collected from the child? If so, are these avatars sufficiently covered under the current COPPA Rule, or are further modifications to the definition required to cover avatars generated from a child's image?"

Yes, the Commission should revise 16 C.F.R. § 312.2 (“§ 312.2”) definition of personal information to include the following: “an avatar generated on the child’s image and likeness, whether or not a photograph, video or audio file is provided or stored.” In 2013, the Commission expanded the Rule’s definition of personal information to include “[a] photograph, video or audio file where such file contains a child’s image or voice.”8 We encourage the Commission to further clarify that avatars should be a protected element of personal information. With the prevalence and rise of online services and social media sites, video games, and virtual reality, it is critical to take a forward-looking stance on protecting this information from the potential to be exploited.

With the increased possibility of companies using biometric data to generate an avatar based on a person’s likeness, regulations should adapt to consider the privacy and cybersecurity concerns that arise from the potential storage of this data, including the risk that an avatar could be reverse engineered. The traditional forms of avatars are evolving, virtual reality is a growing space and frequently utilizes digital representations of the human user, an avatar, to allow the user to see and interact with virtual reality environments and other users. If the avatars are based on the child’s photograph or likeness, regardless of whether the original source is retained, the avatar could be used in the identification of the child, through many different methods including reverse image searches, facial recognition tools, or combining information gleaned from the avatar with other known elements of personal information.

Explicitly identifying the definition of personal information to include avatars modeled with a child’s image and likeness allows for clearer disclosures and efficient enforcement against violations for purposes of protecting the children.

3. Proposed Rule Revision No. 7: “The definition of ‘personal information’ includes a Social Security number. Should the Commission revise this definition to list other government-issued identifiers specifically? If so, what type of identifiers should be included?”

Yes, the Commission should revise the definition of government–issued identifiers to include, at a minimum, passport and passport card numbers, Alien Registration numbers or other identifiers from USCIS, Birth Certificate numbers, any unique identifiers used to access public benefits, State ID card numbers, and student ID numbers. These numbers are highly sensitive, have a high risk if exploited, and should be granted the protection of all other Personal Information under COPPA. A parent should have the right to review with their child before giving any of these identifiers to a third-party, particularly when the result of misuse or exploitation could have a serious lasting effect on a child’s life.

---

4. Proposed Rule Revision No. 8: “The definition of ‘personal information’ includes ‘information concerning the child or the parents of that child that the operator collects online from the child and combines with an identifier described in [the Rule’s definition of ‘personal information’].’ Does the phrase ‘concerning the child or parents of that child’ require further clarification?”

Yes, the phrase “concerning the child or parents of that child” does require further clarification and the State Attorney General’s propose clarifying the definition, while avoiding the narrowing of the definition by including the additional language below in bold:

The definition of “personal information” includes “information concerning the child or the parents of that child that the operator collects online from the child and combines with an identifier described in [the Rule’s definition of ‘personal information’], or which may otherwise be linked or reasonably linkable to personal information of the child.”

The Commission has identified the risk of children’s personal information being exposed in [a] previous settlement. For example, if companies are linking profiles of both parent and child, then the aggregated information of both profiles can indirectly expose the child’s personal information such as their home address even when it was not originally submitted by the child to invoke COPPA.

Further clarification is necessary in situations where a child and parent separately provide information during the account creation process. For example, as detailed in a previous Commission settlement, the company had the user input data before requiring users under the age of 13 to involve their parent. The information entered by the child before being prompted to involve their parent, can be aggregated with the data entered by their parent, triggering COPPA protections. This remains a threat even if the personal information is input for an account creation process that is never completed.

The benefit of this clarification would prevent situations the Commission has referenced in past settlements by closing this gap in COPPA to directly protect children’s online privacy.

5. Proposed Rule Revision No. 9: “Certain commenters recommended modifications to the “support for the internal operations of the website or online service” definition, including to limit personalization to “user-driven” actions and to exclude methods
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designed to maximize user engagement. Under what circumstances would personalization be considered “user-driven” versus personalization driven by an operator? How do operators use persistent identifiers, as defined by the COPPA Rule, to maximize user engagement with a website or online service?”

The States support modifying the definition of “[s]upport for the internal operations of the website or online service” to limit personalization to “user-driven” actions and exclude operator methods that are intended to maximize user engagement. This is cohesive with the core purpose of the functions defined under § 312.2 and speaks directly to protecting children who may be particularly vulnerable to being influenced by suggested content.

User-driven personalization could be considered tools enabling users to customize the experience to meet their needs by configuring layout, content, or system functionality. Customization could involve moving items around an interface to reflect the users’ priorities or altering factors related to the visual design of an interface, such as changes to the accessibility functions. Creations of playlists, subscriptions, and comments sections are all forms of the user-driven experience.\(^\text{11}\)

In contrast, operators may utilize personalization tactically—using an algorithm to automate suggested products, shows and videos. These recommendations are based on data collected from what users search, purchase and watch, and these methods could be used to influence and manipulate what children watch and interact with.

Exceptions to the collection of persistent identifiers should be construed as narrowly as possible, particularly when there has been a history of noncompliance. A study published in 2019 tested 5,855 Android apps that were directed to children and found that more than half appeared to be violating COPPA.\(^\text{12}\) In fact, Apple requires that no persistent identifiers can even be collected from children’s apps, demonstrating that they are not vital to the support and operation of applications. Based on the high likelihood of abuse and the potential for persistent identifiers to be used to influence children by third parties, we recommend the Commission consider, at a minimum, limiting permissible personalization to “user-driven” actions.

6. **Proposed Rule Revision No. 10:** “Operators can collect persistent identifiers for contextual advertising purposes without parental consent so long as they do not also collect other personal information. Given the sophistication of contextual advertising today, including that personal information collected from users may be used to enable
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[https://www.commerce.senate.gov/services/files/0DC78E9D-88B2-4D54-8F4A-AE7B4C7D0EF6](https://www.commerce.senate.gov/services/files/0DC78E9D-88B2-4D54-8F4A-AE7B4C7D0EF6).
companies to target even contextual advertising to some extent, should the Commission consider changes to the Rule’s treatment of contextual advertising?"

Yes, the Commission should consider changes to the Rule’s treatment of contextual advertising. Currently, COPPA allows operators to collect persistent identifiers for contextual advertising purposes without parental consent so long as they do not also collect other personal information. Although COPPA permits “contextual advertising,” that term is not defined within the text of the law itself. We recommend that the Commission provide a specific definition for “contextual advertising” that (1) limits the scope of an advertiser’s ability to collect defined personal identifiable information (“PII”) through artificial intelligence (“AI”) for advertisement targeting purposes; and (2) prohibits collection of browser histories, IP addresses, and locations data, all of which allow advertisers to operate in a targeted fashion. By utilizing current behavioral tracking mechanisms, advertisers are now providing children with a greater individualized experience without parental consent. With a modification to COPPA’s definition of “contextual advertising” that bans post-2013 behavioral tracking practices, the Commission can return COPPA’s “contextual advertising” provision to its original intended purposes, which is to allow advertisers to provide children with generalized advertisements that are aligned with the theme of a specific visited webpage, rather than children’s internet search habits.

In the early and mid-2000s, contextual advertising was considered the most privacy–friendly method for online advertising. It did not rely on cookies or other personal identifiers. It simply provided advertising to individuals based on the environment in which an ad appears. For example, if someone is browsing the internet in preparation of a hiking trip and visits a website that sells hiking gear, the visitor may be provided with advertisements for hiking boots. These advertisements are directly in-line with the items provided for on the visited webpage, and do not use specific identifiers to target the consumer. Rather, the advertisers are recommending items for purchase based on the environment of the website, which in this case would be hiking. It is this conduct that is reflected in the 2009 Commission Report’s definition of “contextual advertising.”

Technology has rapidly evolved since 2009 making obsolete the definition found in the 2009 Commission Report. Today, contextual advertisers utilize AI, like Verge Group’s Moments.AI, a real–time contextual advertising service, to track browser and page–level data, device data, IP address, and location data to create models of potential users for an enhanced advertising experience. GumGum is a contextual intelligence platform that enables brands to engage customers with sought after products in their current moment and environment through utilizing AI and deep–learning algorithms that analyze a
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13 FTC Staff Report: Self–Regulatory Principles for Online Behavioral Advertising, Behavioral Advertising: Tracking, Targeting, & Technology, (Feb. 2009), https://www.ftc.gov/sites/default/files/documents/reports/federal-trade-commission-staff-report-self-regulatory-principles-online-behavioral-advertising/p085400behavadreport.pdf (where the 2009 FTC Report defined contextual advertising as “advertising based on a consumer’s current visit to a single web page or a single search query that involves no retention of data about the consumer’s online activities beyond that necessary for the immediate delivery of an ad or search result.”).
customer’s context, including text, speech, imagery, and geolocation. Amazon’s “recommendation system” is also a form of contextual advertising, which displays products that are similar to or are associated with the items that customers are viewing or are in their shopping carts. As for children, this means that advertisers, without parental consent, are actively tracking children’s browser history and habits to provide them with specific advertisements. Consequently, children, without a parent’s knowledge, could be lured into making purchases or providing data without knowledge, according to Samuel Levine, Director, Commission’s Bureau of Consumer Protection. Mr. Levine also noted that contextual advertising in digital environments puts children in a vulnerable position to succumb to fraud.

Al has moved contextual advertising from basic keyword searches to a much deeper and more accurate understanding of digital content, which significantly improves the effectiveness of contextual targeting with greater precision. This practice is referred to as “contextual 2.0” in the advertising sector. This is only the beginning of AIs impact on contextual advertising and contextual practices are likely to become even more tailored with advanced machined learning models. The progression and advancement of contextual advertising practices through Al warrants an amendment to COPPA’s vague language that permits non-defined contextual advertising. In sum, a clearer definition as to what constitutes “contextual advertising” and what types of data can be used may help address Commission concerns. This would also curb AI that is shifting contextual advertising away from its intended purpose.

7. Proposed Rule Revision No. 11: “With regard to the definition of ‘website or online service directed to children,’ the Commission would like to obtain additional comment on whether it should provide an exemption for operators from being deemed a child-directed website or online service if such operators undertake an analysis of their audience composition and determine no more than a specific percentage of its users are likely to be children under 13.

A. Should the COPPA Rule offer an exemption or other incentive to encourage operators to conduct an analysis of their user bases?

b. If the COPPA Rule should include such an exemption or other incentive, what are the reliable means by which operators can determine the likely ages of their sites’ or services’ users?

c. As part of this exemption or incentive, should the COPPA Rule identify which means operators must utilize to determine the likely ages of their users? If so, how should the COPPA Rule identify such means?

15 Id.
d. If the COPPA Rule should include such an exemption or other incentive, what should be the appropriate percentage of users to qualify for this exemption or incentive?

e. Would such an exemption be inconsistent with the COPPA Rule’s multi-factor test for determining whether a website or online service, or a portion thereof, is directed to children?”

The States do not believe that any exemption should be provided based on audience or user composition. The personal information currently covered by COPPA represents sensitive, identifying data. 16 C.F.R. § 312.2. COPPA serves an important reminder to website operators of both the private nature and risk of harm of these categories. In considering exemptions, policymakers must remember that potential harm is present on an individual basis—the amount of children who use a platform do not affect how sensitive or worthy of protection the data on that platform could be. Indeed, “general purpose” websites not explicitly directed at children provide much broader opportunities for children and adults to interact, more opportunities for the disclosure of personal information, and broader opportunities for harm.

Instead of exemptions, we encourage operators to decrease the overall collection of personal information and decline to collect information from anyone identified to be under 13 unless such collection meets COPPA requirements. A website that does not collect or store any personal information would have no need for an exception, and a website which does collect such information must be held to a high standard of conduct without exception.

Finally, any attempt to incentivize operators to perform user-base analysis must not in itself result in greater personal information collection. An attempt to gain an exemption from COPPA may result in greater harvesting of adult user data, an unintended but troubling consequence. We feel that COPPA penalties for the mishandling of children’s personal information should be crafted to provide sufficient encouragement for proactive analysis and compliance.

B. Comments to Proposed Revisions to the Rule – Parental Consent

1. Proposed Rule Revision No. 13: “Can platforms play a role in establishing consent mechanisms to enable app developers or other websites or online services to obtain verifiable parental consent? If so, what benefits would a platform-based common consent mechanism offer operators and parents? What steps can the Commission take to encourage the development of platform-based consent mechanisms?”

The States believe that industry partners, platforms, and other non-government entities can play a role in establishing consent mechanisms to enable operators to obtain verifiable consent.
Taking measures to centralize the process for obtaining verifiable parental consent ("VPC") through platform or device based common consent mechanisms can help reduce the burden on parents by limiting the number of times a parent must engage in the process of providing VPC. Additionally, given that many VPC methods require the provision of sensitive, identifying data—such as government issued IDs, biometric data, and payment card information—platform or device based common consent mechanisms could reduce the number of times a parent would need to provide such sensitive information.\(^{16}\) Further, should VPC be conducted on platforms such as Google or Apple, it is possible that the process would build on those already in place and utilized by parents (i.e., parents may receive notifications when a child or teen attempts to make a purchase; the platforms already have optional services through which a parent can manage or block apps from being downloaded). VPC providers should be subject to the same requirements as their clients are under COPPA.

A platform or device based common consent mechanism may reduce the burden such costs pose for smaller and midsized developers.\(^{17}\) However, we would caution against any changes that would relieve operators of the responsibility of having age-appropriate features and protections in place.

In order to develop platform or device based consent mechanisms, the Commission could partner with a developer to create a government-approved identification and age-verification application. The UK has already implemented a single sign-on system which third parties can implement for age and identity verification.\(^{18}\) The Commission may choose to either partner directly with a developer and create its own app, or offer certification to third-party apps that they meet certain security and legal requirements.

Alternatively, the Commission could explicitly allow the use of certain age verification tools, to be periodically approved by the Commission, which could provide a presumption of compliance as to VPC-specific requirements, or implement caps to liability. This could mirror the incentives present in the SAFETY Act.\(^{19}\)

Finally, the Commission could look to the 2023 presidential National Cybersecurity Strategy\(^{20}\) for guidance, particularly Pillars Three and Four, which serve to shape market forces and provide incentives. These include research and development, labeling requirements, and liability shifting provisions. Of particular interest may be Strategic Objective 4.5: Support Development of a Digital Identity Ecosystem,\(^{21}\) which focuses on
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\(^{17}\) See Id., at 13.

\(^{18}\) See Let Users Sign in and Prove their Identity to Use Your Service, [https://www.sign-in.service.gov.uk/](https://www.sign-in.service.gov.uk/).


\(^{21}\) See Id., at 30.
creating a secure, convenient, and transparent identity management and verification ecosystem.

2. **Proposed Rule Revision No. 14:** “To effectuate § 312.5(a)(2), which requires operators to give the parent the option to consent to the collection and use of the child’s personal information without consenting to disclosure of the child’s personal information to third parties, the Commission proposes requiring operators to obtain separate verifiable parental consent prior to disclosing a child’s personal information, unless such disclosure is integral to the nature of the website or online service. Should the Commission implement such a requirement?”

Yes, the Commission should implement the requirement for separate verifiable consent prior to disclosing a child’s personal information. Separate verifiable consent is an effective measure to protect children’s personal information. The States agree with the Commission that the verifiable parental consent requirement is a fundamental component of the COPPA Rule’s ability to protect children’s privacy. Like the Commission, States are concerned about the disclosure of personal information collected from children. The current rule under 16 C.F.R. § 312.5(a)(2) required operators to give parents an option to consent to child personal information collection, use, or disclosure without consenting to disclosure of the parents’ own personal information. The proposed new rule requirement heightens the protection of children’s personal information and allows parents to consent to collection without consenting to disclosure. Separate parental consent requirements for both collection and disclosure of children’s personal information will heighten child privacy. It will also avoid parental confusion by preventing parents from incorrectly assuming that collection, use, and disclosure are “bundled” together. The new proposed rule works to allow parents to control who obtains their child’s information and provides an avenue for parents to further protect their child’s personal information.

“Should the consent mechanism for disclosure be offered at a different time and/or place than the mechanism for the underlying collection and use? Is the exception for disclosures that are integral to the nature of the website or online service clear, or should the Commission clarify which disclosures are integral? Should the Rule require operators to state which disclosures are integral to the nature of website or online service?”

Yes, the consent mechanism for disclosure should be offered at a different time and/or place than the mechanism for underlying collection. The goal for the new proposed rule is to increase the protection of children’s personal information. Without separating the consent mechanisms, parents may believe they are only consenting to collection when they are really consenting to both collection and disclosure. Offering a different time or place to consent to disclosure eases any potential for user confusion. Separation provides parents a way to easily choose whether they consent to disclosure of their child’s information. Parents will first choose to consent to the collection of their child’s personal information. Once a parent consents to the collection of their child’s information, parents can then
choose to consent to the disclosure of their child’s information. Separating the consent mechanisms allows parents to make an informed decision and protect their child’s personal information. It is unlikely that parents will find this two-step approach confusing or burdensome, since consumers have become more familiar with similar processes like two-factor authentication in recent years.

No, the Commission should consider clarifying what disclosures are integral to the nature of a website or service. “Integral” may carry very different meanings depending on what side of a transaction one is found. From the perspective of a consumer, “integral” may include the services necessary to effectuate the transaction—for example, a third-party payment processor or mailing service. On the other hand, a business operating a website may consider goals such as product development, research, marketing, and even targeted advertising to be “integral” to their service. Because of the potential for confusion, the Commission should define “integral” or use a different term that more clearly illustrates the meaning. And because children’s data is particularly sensitive, we believe that any definition of “integral” should err on the side of greater protection and should come from the perspective of the parent. One proposed definition could be—*the minimum disclosure necessary to effectuate the transaction, as reasonably expected by the consumer/parent.*

Further, the Commission should include in any definition what is not contemplated in the definition: for example, “Integral” does not include research & development, marketing, or targeted advertising; “Integral” does not include business functions or goals outside the explicit transaction between the operator and the parent. Finally, the Commission should explicitly state when the data sharing ends. Once the explicit purpose is fulfilled, data should not be retained or used for any other purpose by the operator or third party.

Yes, operators should be required to state which disclosures are integral to the nature of their website or online service. This information should be understandable and accessible. Colorado’s 2021 Privacy Act contains language that the Commission may find useful regarding operators and disclosures. Language from Colorado’s 2021 Privacy Act is instructive: Communications must be “provided in a readable format on all devices through which consumer normally or regularly interact with the controller, including on smaller screens and through mobile applications, if applicable.” The States suggest that operators identify which disclosures are integral to the nature of their website or online service in a format that is readable on all devices through which the consumer interacts with the controller.

3. Proposed Rule Revision No. 15: “As noted in Part IV.C.3.c., the Commission proposes to modify § 312.5(c)(4) to prohibit operators from utilizing this exception to encourage or prompt use of a website or online service. Are there other engagement techniques the Rule should address? If so, what section of the Rule should address them? What types of personal information do operators use when utilizing engagement techniques? Additionally, should the Rule differentiate between techniques used solely to promote a child’s engagement with the website or online service and those techniques that
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22 4 COLO. CODE REGS. 904-3, Rule 3.01(5).
provide other functions, such as to personalize the child’s experience on the website or online service? If so, how should the Rule differentiate between those techniques?”

We support the Commission’s proposal to prohibit operators from abusing the multiple-contact exception in 16 C.F.R. § 312.5(c)(4) with engagement-maximizing push notifications. By design, push notifications serve to draw children back onto a platform when they were otherwise engaged in a different activity. Children currently receive an enormous volume of push notifications; in a week-long study of 203 11- to 17-year-olds, the median participant received 237 notifications per day.23 This deluge threatens to disrupt children’s sleep, distract from their education, and detract from family activities and personal hobbies. Operators should not be permitted to promote further engagement with their platforms via push notifications absent prior parental consent.

Additionally, systems can leverage data on a user’s behavior to recommend further content to the user. This can sometimes be innocuous but also carries significant risks. We urge the Commission to empower parents to elect the non-use of their child’s personal user data to feed into an algorithm-driven content personalization system. This feature should be included during the verifiable consent period.

To address these risks, the Commission should clarify the proper scope of the Rule’s internal operations exception. That exception permits operators to collect persistent identifiers without parental consent for the “purpose of providing support for the internal operations of the Web site or online service.” 16 C.F.R. § 312.5(c)(7). The Commission has interpreted this to allow the collection of children’s persistent identifiers to “personalize content.”24 The Commission should clarify that while the internal operations exception permits user driven personalization, it does not allow operators to implement algorithm-driven content personalization without parental consent.

The Commission has explained that the personalization envisioned by the Rule pertains to “user driven preferences, such as game scores, or character choices in virtual worlds.”25 But, algorithm-driven personalization is not user-driven. Instead, it leverages subtle observations about a child’s engagement and behaviors—how long they watch a video, which kinds of games they click on, or how long they hover over a part of a website—to recommend further content for the child to engage with. At bottom, extended engagement is the primary purpose of these personalization algorithms26—steering children to stay online longer, regardless of whether they have any affirmative desire to do so.

25 Id. at I-8.
Further clarity is important in part because the current Rule does not ensure sufficient transparency for parents. The privacy policies of many child-directed websites suggest—without clearly and directly disclosing—the use of algorithm-driven content personalization. For example, the Walt Disney Company’s Children’s Online Privacy Policy states that children’s information may be collected to “customize content and improve our sites and applications.”27 Similarly, the privacy policy of FunBrain (a popular children’s game site) states that the company “may use your personal information to tailor the content, programming, services, and applications that we provide to meet your needs and interests.”28 These kinds of general disclosures do not adequately apprise parents of how, and why, their children’s data are being used.

4. Proposed Rule Revision No. 16: “The Commission proposes to include a parental consent exception to permit schools, State educational agencies, and local educational agencies to authorize the collection, use, and disclosure of personal information from students younger than 13 where the data is used for a school-authorized education purpose and no other commercial purpose. What types of services should be covered under a ‘school-authorized education purpose’? For example, should this include services used to conduct activities not directly related to teaching, such as services used to ensure the safety of students or schools?”

We recommend that the Commission consider relevant definitions in the Oregon Student Information Protection Act, the California Student Online Personal Information Protection Act and the Connecticut’s Student Data Privacy Act. These statutes, which regulate certain practices of education technology providers, offer guidance on the scope of services covered by the term “school-authorized education purpose.”

According to the Oregon Student Information Protection Act, “Kindergarten through grade 12 school purposes” includes activities that (a) are directed by, or that customarily take place at the direction of, a kindergarten through grade 12 school, teacher, school district, or education service district; (b) aid in the administration of school activities, including instruction in the classroom or at home, administrative activities, and collaboration between students, school personnel, or parents; or (c) are primarily for the use and benefit of the school.29

Likewise, the California Student Online Personal Information Protection Act defines “K–12 school purposes” as “purposes that customarily take place at the direction of the K–12 school, teacher, or school district, or aid in the administration of school activities, including, but not limited to, instruction in the classroom or at home, administrative
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activities, and collaboration between students, school personnel, or parents, or are for the use and benefit of the school.”

Connecticut’s Student Data Privacy Act, which applies to any situation in which school districts, school leaders and educators use educational technology that captures or accesses personal student information, records or data, also warrants consideration. Connecticut’s statute defines “school purposes” as “purposes that customarily take place at the direction of a teacher or a local or regional board of education, or aid in the administration of school activities, including, but not limited to, instruction in the classroom, administrative activities and collaboration among students, school personnel or parents or legal guardians of students.”

These definitions, when considered together, offer a comprehensive framework for determining the eligibility of services under the proposed parental consent exception. They highlight the importance of activities that are directly related to education, administration, collaboration, and the overall well-being of students within the educational environment.

We believe that adopting a similar approach to what constitutes “school-authorized education purpose” in the Rule will ensure clarity and consistency in determining the scope of services eligible for the proposed exception while maintaining a focus on safeguarding student privacy.

C. Comments to Proposed Revisions to the Rule - Prohibition Against Conditioning a Child’s Participation on Collection of Personal Information

1. Proposed Rule Revision No. 17: “COPPA and § 312.7 of the Rule prohibit operators from conditioning a child’s participation in an activity on disclosing more personal information than is reasonably necessary to participate in such activity.”

“b. Should the Commission specify whether disclosures for particular purposes are reasonably necessary or not reasonably necessary in a particular context? If so, for which purposes and in which contexts?”

The States urge the Commission to maintain the flexible approach in 16 C.F.R. § 312.7 (“§ 312.7”). Assessing whether specific data practices meet the criterion of being “reasonably necessary” requires a detailed, fact-specific analysis. Moreover, the technology landscape is rapidly evolving and situations that may be unimaginable today could become commonplace within a few years. As a result, creating a bright line rule could have unintended effects.

The language currently in § 312.7 of the Rule is consistent with the flexible approach taken in state comprehensive consumer privacy laws.

The laws currently in effect in Colorado, Connecticut, Virginia, and Utah emphasize that personal data processing should be, “adequate, relevant, and limited to what is necessary” for its intended purposes. That framework has been adopted in 8 additional state laws that take effect over the next three years. Similarly, the California Consumer Privacy Act employs a “reasonably necessary and proportionate” standard, particularly concerning the collection, use, retention, and sharing of personal information. This formulation places guardrails around businesses’ use of personal information without being overly prescriptive, an acknowledgement that the laws cannot account for every possible scenario in this space. Therefore, we believe that it is a sound approach for the Commission to continue to follow in § 312.7. That said, we believe that additional guidance may be beneficial and suggest that the Commission delineate factors for operators to consider in evaluating whether a disclosure is reasonably necessary. We also encourage the Commission to provide illustrative examples. For instance, if an app is designed to tailor a child’s learning experience based on their grade level or age, it would be reasonably necessary for a child to disclose their birth year and grade level but not their precise geolocation. The child might need to also disclose their school affiliation/email address if the app has agreements with certain school districts that allow a child access to additional content. In contrast, the child would not need to provide a Social Security number, gender, or photograph. Businesses should always carefully consider the need to obtain certain data points and thoroughly evaluate factors such as the purpose of the data, potential risks to the child’s privacy, and available alternatives.


By facilitating a structured set of considerations, the Commission can facilitate a more transparent and informed decision-making process for businesses, thereby promoting greater alignment with privacy objectives and enhancing consumer protection measures.

“c. Given that operators must provide notice and seek verifiable parental consent before collecting personal information, to what extent should the Commission consider the information practices disclosed to the parent in assessing whether information collection is reasonably necessary?”

The States believe that the Commission should review the information practices disclosed to the parent, but such disclosures should not be determinative in deciding whether the collection of information from the child was reasonably necessary. The proposed revisions to the direct notice and general notice requirements in 16 C.F.R. § 312.4 of the Rule will certainly aid parents in evaluating whether to give consent. However, an operator stating what information it collects and giving some reason for that collection, does not mean that the collection is, in fact, reasonably necessary for use of that product or service.

The Commission’s proposal to augment 16 C.F.R. § 312.4(c)(1)(iii) by including “how the operator intends to use such information” represents a significant step toward enhancing parental understanding and decision-making regarding consent to their child’s personal information collection.

Expanding on this, the States propose that the Commission should go a step further by considering requiring operators to disclose the purpose of use for each item of information if it’s intended to be shared with a third party. For instance, if an operator plans to collect a child’s first name, geolocation, and address, they should be obligated to disclose the specific purpose for why the name, geolocation, and address, individually, will be shared with third parties. This would provide parents with a more comprehensive understanding of how their child’s data may be utilized beyond the initial collection, enabling them to make more informed decisions regarding consent.

To provide more comprehensive guidance, the Commission may consider adopting language similar to that of Colorado’s Privacy Law.36 Colorado’s Privacy Law mandates that notices include the purposes for which the categories of personal data are processed. This addition would ensure that not only are the types of collected personal information disclosed to parents but also the specific reasons or intentions behind processing each category of individual data.

By implementing such measures, the Commission can ensure that parents are equipped with the necessary information to assess the appropriateness of data collection

---

practices involving their children, thereby fostering a safer and more transparent online environment for minors.

2. **Proposed Rule Revision No. 18:** “The Commission is considering adding new language to address the meaning of ‘activity,’ as that term is used in § 312.7. Specifically, the Commission is considering including language in § 312.7 to provide that an ‘activity’ means ‘any activity offered by a website or online service, whether that activity is a subset or component of the website or online service or is the entirety of the website or online service.’ Should the Commission make this modification to the Rule? Is this modification necessary in light of the breadth of the plain meaning of the term ‘activity’?”

After careful consideration, we would suggest maintaining the current definition of “activity” in § 312.7 without the proposed modification.

Introducing the proposed modification, which defines “activity” as “any activity offered by a website or online service, whether that activity is a subset or component of the website or online service or is the entirety of the website or online service,” may inadvertently introduce complexities and challenges, especially as technology continues to evolve.

As an example, consider emerging technologies beyond traditional websites and online services, such as virtual reality experiences, augmented reality applications, or other innovative platforms that may not neatly fit into the current understanding of a website or online service. Defining “activity” with such specificity could potentially limit the scope and applicability of the Rule in the future.

We recommend maintaining flexibility by not narrowing the definition further. By leaving the term “activity” open-ended, the Rule can adapt to new and evolving technologies on a case-by-case basis. This approach allows for a more dynamic and responsive regulatory framework, ensuring that the Rule remains effective in addressing emerging challenges without the need for frequent updates.

In summary, we suggest retaining the current definition of “activity” without the proposed modification to allow for flexibility and adaptability as technology evolves. This approach will enable a more pragmatic and case-specific assessment of activities offered by websites or online services.

---


38 Augmented Reality in Education, Maryville University (Mar. 12, 2021), [https://online.maryville.edu/blog/augmented-reality-in-education/](https://online.maryville.edu/blog/augmented-reality-in-education/).
D. Conclusion

We thank the Commission for the opportunity to provide comments on its implementation of COPPA through the COPPA Rule. We appreciate the consideration of our comments during the COPPA Rule review process and look forward to working collaboratively with the Commission to protect children.
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